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Abstract

This paper describes the development of a data mining

system that is to operate on NASA’s Information Power

Grid (IPG).  Mining agents will be staged to one or more

processors on the IPG. There they will grow using just-in-

time  acquision of new operations. They will mine data

delivered using just-in-time delivery. Some initial experi-

mental results are presented.   

1. Introduction

This paper describes the development of a data mining
system that is to operate on NASA’s Information Power
Grid (IPG), which is built using the Globus toolkit.[1] The
data mining system targets the mining of remotely sensed
satellite data, which is characterized by its potentially large
volume. A definition of data mining from a recent NASA
data mining workshop states that “Data mining is the pro-
cess by which information and knowledge are extracted
from a potentially large volume of data using techniques
that go beyond a simple search through the data.” [2] This
paper represents a snap-shot into a project that is ongoing,
presenting a scenario of grid-based mining, an architecture
for a grid-based miner, and some initial experimental
results.  

2. Scenario of IPG Mining

The user must specify what is to be mined, how it is to

be mined and where it is to be mined. Under our approach,
the user specifies what is to be mined by storing the names
and grid locations of a set of data in a database associated
with the IPG miner. These are communicated to a miner
agent over the grid. The user specifies how the data is to be
mined by specifying a mining plan that lists the sequence

of mining operations that are to be applied to the data a
any  parameters required. The user specifies where the
mining is to take place by specifying the IPG processors
which the mining agent is to be staged.  With these requ
ments specified, the user will then invoke the miner, whi
will send mining agents to the designated IPG process
On these processors, each agent will acquire the data t
mined, mine it and send the results back to the user. 

3. IPG Data Mining Architecture

The starting point for this development was the ADa
data mining system that was developed at the University
Alabama in Huntsville under a NASA grant.[3,4,5] Th
ADaM data mining system was developed to be extensib
using an object-oriented design  that was coded in C++.

To begin the mining operation, initially a "thin" mining
agent and its associated mining plan will be staged to
IPG processor. These thin agents will grow through t
acquisition of the necessary mining operations required
execute the plan. It is envisioned that these thin agent m
acquire mining operations from multiple sites on the IP
Some will be acquired from public repository sites th
contain a standard set of mining operations. It is hoped t
once the mining system is fully operational, mining use
will contribute new operations to this mining repository
Proprietary mining operations could be acquired from t
user's private set of mining operations or from compan
that might, in the future, sell mining operations. Because
the multitude of sources for the mining operations, it w
felt that this "just in time" mining operation acquisition
approach would represent a reasonable initial design st
egy for the IPG miner.

The agent also performs "just-in- time" acquisition o
data. Such data can be acquired from IPG-based repos
ries as well as various NASA data repositories that prov
FTP access to their data holdings. By using just-in-tim
data delivery, the storage requirments for the target min



site are minimized. 
The IPG mining architecture supports coarse-grained

parallelism. An alternative approach would support fine-
grained parallelism, in which a portion of a mining plan
would be performed on one processor, and then partial
results would be sent on to another processor for additional
work, in a pipe-lined approach.  This approach is not cur-
rently supported, because of the high data volumes
involved and the overhead of transmitting data across the
grid. Some type of partial result sharing could, however,
be involved in future work in which data mining systems
working on different data sets may want to collaborate by
sharing partial results. 

5. Initial Experiments

We performed a very simple experiment in which one
day of SSM/I data was mined. [6] For this experiment, the
data mining system used just-in-time delivery to acquired
one day (14 orbits) of SSM/I data. This data (consisting of
75 megabytes of data organized into 84 files) was acquired
from a remote host using both FTP and Globus transport
mechanisms. As a reference point, the IPG miner was also
used to mine the same data that was stored locally. The
Unix csh time command was used to time the commands,
with its wall-clock time reported in the following table.
These are preliminary results, since they represent only one
run for each experiment, with no optimization in the just-
in-time delivery. There is no overlap between mining and
the receipt of the next file. However, these results provide
some indication of the performance of the IPG data mining
system. 

6. Future Work
 
While the system has been used to spawn a swarm of

agents running on the NASA Ames 512 processor SGI,
some additional work is required to permit the agents to
operate autonomously within the wider IPG environment
as described in the architecture section. Work also needs to
be completed to permit the user to monitor the progress of
swarms of agents operating on a set of processors within
the IPG. Finally, additional work needs to be done to pro-
vide a means to allow mining agents to opportunistically
reserve a portion of the set of files to be mined so that
agents can collaborate on the mining of multiple years
worth of data, with each agent being able to reserve the
next available unmined year. 
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